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Abstract: Quality of holographic reconstruction image is seriously affected 
by undesirable messy fringes in polygon-based computer generated 
holography. Here, several methods have been proposed to improve the 
image quality, including a modified encoding method based on 
spatial-domain Fraunhofer diffraction and a specific LED light source. Fast 
Fourier transform is applied to the basic element of polygon and 
fringe-invisible reconstruction is achieved after introducing initial random 
phase. Furthermore, we find that the image with satisfactory fidelity and 
sharp edge can be reconstructed by either a LED with moderate coherence 
level or a modulator with small pixel pitch. Satisfactory image quality 
without obvious speckle noise is observed under the illumination of 
bandpass-filter-aided LED. The experimental results are consistent well with 
the correlation analysis on the acceptable viewing angle and the coherence 
length of the light source. 
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1. Introduction 

Three-dimensional (3D) display techniques providing vivid reconstruction of 3D scenes have 
attracted lots of research interest [1–3]. Holography is one of promising way for 3D display 
with binocular parallax and visual comfort due to the ability to reconstruct complex wavefront 
of the recording light field. The light field of virtual 3D models, which compose of triangles 
with texture [4, 5] or points with different intensities [6, 7], can be encoded into 
computer-generated hologram (CGH) using Rayleigh-Sommerfeld diffraction [8]. Light field 
on hologram plane is the linear superposition of each computing unit. In point-based methods, 
a number of computing units are needed to guarantee satisfactory vivid effect [9], while less 
are needed to obtain similar results for the same scene in triangle-based methods [10, 11]. In 
our previous proposal, an analytical computation method was derived to generate phase-only 
hologram for triangle-based model [12, 13]. However, undesirable fringes were introduced in 
the reconstructed image due to the subdivision of each triangle in textured model. A new 
method without extra subdivision is necessary for the improvement of reconstructions. 

Laser is a good choice as light source for holographic imaging due to its high spatial and 
temporal coherence. However, the inevitable noise in the reconstructed image has constrained 
further applications in laser-based 3D holographic display. Speckle noise in laser-based 
holographic display system mainly results from two reasons. One is known as numerical noise 
from the random phase introduced in the encoding process of phase-only CGH [14, 15]. 
Another comes from the phase fluctuations of coherent light beam when it transmits through or 
reflects off a diffusive plane [16]. Using LED is an alternative way to smooth speckle noise. 
Many groups have applied LED into their holographic systems and the relevant effects have 
been discussed [17–20]. Although speckle noise in reconstructed images can be smooth due to 
low coherence of LED, the information of signal is also lost. Therefore, the imaging quality, 
especially sharpness of the object boundary, becomes another problem for LED-illuminated 
holographic imaging. LED reconstruction is far from satisfactory. Quantitative analysis of the 
restriction on the high-quality image area for LED holographic reconstruction has been few of 
study yet. 

In this paper, we propose a method on encoding the CGH for polygonal model by applying 
fast Fourier transform (FT) instead of analytical FT. Such method enables to avoid the 
subdivision of each polygon, and as a result, fringes inside the reconstructed triangle are gone 
and vivid objects with smooth surfaces appear. We also analyze the high quality imaging area 
as a function of the coherence length of the light source and the pixel pitch of the modulator. 
We find that laser is not necessary for modulator-based holographic image. The image with 
satisfactory fidelity and sharp edge can be reconstructed by either a LED with modified 
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coherence level or modulator with small pixel pitch. The experimental results are well 
consistent with the above analysis. 

2. Elimination of undesirable fringes by fast Fourier transform 

For triangle-based model, the diffraction field of an arbitrary tilted triangle can be evaluated by 
two different ways. One is called spectrum-domain method, e.g. angular spectrum method. In 
this method, the complex field distribution of the object plane can be considered as summation 
of various spatial Fourier components which are plane waves traveling in different directions 
away from the object plane. The field amplitude at any other point on hologram plane can be 
calculated by adding the contributions of these plane waves, taking account of the phase shifts 
they have undergone during propagation [8]. Both FFT and inverse FFT should be performed 
to obtain the diffraction field. Many researchers use this method to evaluate the diffraction 
field of tilted plane [21–23]. Several modified versions have been proposed, such as 
band-limited angular spectrum method [21] and shifted angular spectrum method [24]. 

In this paper, we employ the spatial-domain method, e.g. direct Fresnel integral calculation 
method which is based on the first Rayleigh-Sommerfeld solution. The diffraction field on the 
hologram plane directly relates to the spatial distribution of the object field. A Fresnel 
approximation is introduced into the integral to make it easy to evaluate. The Fourier transform 
is used once a time in the calculation process. In our previous proposal, a full analytical 
computational method was developed to generate hologram from textured triangle-based 
model [12]. The diffraction field of the whole object is obtained by the linear combination of 
that of each triangle. Using Fraunhofer diffraction integral, the diffraction field of each triangle 
on the hologram plane can be expressed as 
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where λ is wavelength in vacuum and k = 2π/λ. zc is the position of the triangular mass center in 
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Here, aij (i = 1, 2, j = 1, 2, 3) are the elements of affine transform matrix. See more detail 
formulism in Refs. 12 and 13. For physics point of view, it suggests that only the analytical 
Fourier transform of the given right triangle is needed for the whole scene. However, it is not a 
good choice when achieving the vivid reconstruction of textured scene. Fine subdivision 
should be applied in each triangle in order to ensure constant intensity in each sub-triangle. 
This is impractical for real time holographic video, in particular when the texture is much more 
complicated, as the number of sub-triangles will increase significantly. Even if the texture is 
too simple to subdivide, there are still redundant fringes in the reconstructed image [see e.g. 
Figure 1(a) and 1(b)]. Such redundancy is originated from the high-spatial-frequency 
components when the triangle is not so small. Most of the power remains on the edges of each 
sub-triangle, leading to lack of light field inside the mesh frame. To fix this problem, a random 
phase is added into the complex profile of each triangle to smooth the spectrum on the 
hologram since only the intensity of the reconstruction is of concern. Fast Fourier transform is 
used instead of analytical Fourier transform. A 3D scene of two rectangular planes with texture 
(alphabets A and B), which locate at the position 800 mm and 1100 mm away from hologram 
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plane, respectively, is used to illustrate the difference between analytical FT and fast FT 
methods. Numerical reconstructions of hologram encoded using analytical method are shown 
in Figs. 1(a) and 1(b). Each triangle is divided into tens of small sub-triangles. However, only 
the edges (high-spatial-frequency components) of each sub-triangle can be observed, while a 
relatively smooth rectangle is obtained using fast Fourier transform method shown in Figs. 1(c) 
and 1(d). When the reconstruction distance is 800 mm, the rectangle with character A is in 
focus and that with character B is out of focus, as shown in Figs. 1(a) and 1(c). But it is vice 
versa when the reconstruction distance is 1100 mm. 

 

Fig. 1. Comparison of numerical reconstructed image using (a)-(b) analytical Fourier transform 
and (c)-(d) fast Fourier transform method. The rectangle sizes are 10 × 10 mm. The rectangle 
with texture of character A locates at 800 mm away from the hologram plane while that with 
character B locates at 1100 mm. The rectangles are subdivided to tens of triangles in (a) and (b), 
while not in (c) and (d). Note that the unexpected fringes can be seen in (a) and (b) due to the use 
of analytical method, while a smooth rectangle in (c) and (d) is reconstructed by fast Fourier 
transform. When the reconstruction distance is 800 mm, the rectangle with character A is in 
focus and that with character B is out of focus in (a) and (c), and vice versa. 

3. Quantitative analysis on LED illuminated holographic imaging 

In this section, we will investigate the fidelity of holographic imaging area in LED illuminated 
holographic system. Figure 2 shows the schematic diagram the LED illuminated holographic 
system. Light emitted from LED source is collimated after spatial filter and convex lens. 
Hologram is uploaded to a phase-only spatial light modulator (SLM). A real image is then 
reconstructed on the image plane. Imaging quality at point P relies on the interferences among 
all the beams that propagate from SLM pixels to point P. The coherence length of the light 
source is Lc = λ2/Δλ and the optical path difference (OPD) of beams from different pixels 
denotes as ΔL. Here, Δλ is the bandwidth of light source. The OPD between two beams which 
propagates from two marginal pixels on SLM, denoted as A and B respectively, is 
ΔL≈npsinφ≈npx/r, where r is the distance between the SLM and the imaging plane, x is the 
distance between imaging point P and the optical axis, n is the total number of pixels along the 
x direction and p is the pixel pitch of SLM. If these two beams are completely coherent in 
between, the coherence among all the beams from other positions on the SLM plane to point P 
can be guaranteed. 

In order to determinate the size of high quality imaging area, the relation between the 
coherent length of light source and the OPD of the system should be considered. In classical 
optics, the relation between OPD and coherent length is important on interference. The 
coherence length of the light source in laser-illuminated holographic imaging system is always 
several orders of magnitude larger than the maximal OPD of the system, and thus the imaging 
quality is independent on the lateral position of reconstructed image. For example, the 
coherence length of laser with the wavelength of λ = 532 nm and the bandwidth of ΔλLaser = 
10−4 nm is Lc(laser) ≈2.83 m. On the other hand, the SLM has the number of horizontal pixels 
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of n = 1920 and the pixel pitch of p = 8 μm. For the reconstruction distance of r = 800 mm and 
the maximal transverse displacement (along the x direction) of image area in the first 
diffraction order of xmax = λr/2p = 26.6 mm, the maximal OPD of the system is ΔLmax≈5.1 × 
10−4 m, much less than the coherence length of laser, i.e. ΔLmax Lc(laser). Thus, the factor R 
= ΔLmax/Lc(laser)  1. It indicates that human eyes cannot tell the difference between the 
reconstructed patterns at the center of the screen and those locate xmax away from the center 
along the transverse (x) direction, as shown in Fig. 2. 

 

Fig. 2. Schematic diagram of LED-illuminated holographic system. P is an arbitrary point in the 
imaging area, r is the distance between reconstructed image and hologram, AB = np is the 
transverse length of SLM, where n is number of pixels, p is the pixel pitch. ΔL is the OPD 
between AP and BP. xmax is the maximal transverse displacement of image area in the first 
diffraction order. 

However, it is not the case of LED-illuminated system. When it comes to LED light source, 
the coherence length decreases strikingly. The representative bandwidth of LED is ΔλLED = 40 
nm, and the corresponding coherence length is Lc(LED)≈7.08 × 10−6 m. The coherent length of 
LED is even less than the maximal OPD, i.e. Lc(LED)   ΔLmax. It implies that complete 
coherence cannot be satisfied within the whole image plane in LED holographic 
reconstruction. Extra restriction on imaging region needs to be introduced. The size of high 
quality imaging area, which relates to OPD, should be investigated to modify the relation 
between the OPD and the coherent length. An experiment is performed to obtain the factor R in 
LED illuminated system. A pyramid is reconstructed and moved vertically by adding phase 
shift. The quality of image becomes worse with the position of image from zero-order beam 
changing. The red circle with image distance of x≈15.0 mm in the figures indicate the 
observers’ maximal blur tolerance. Then the factor R = ΔL/Lc(LED)≈10. For simply, a constant 
is divided to make the ratio to be unity, i.e. R = ΔL/(αLc(LED)) = 1, where α = 10. So an 
empirical image quality factor R is modified as, 

 (10 ) (10 ) (10 ).c c cR L L npx rL np Lθ= Δ = =  (3) 

According to Eq. (3), the imaging quality is guaranteed only in the area that R<1 is satisfied, 
and θ is the acceptable viewing angle (θ = x/r). In order to enlarge the acceptable angle, one can 
increase the coherence length of light source Lc and reduce the pixel pitch p. Numerical 
simulations of image quality factor are carried out in order to investigate the correlation among 
the acceptable angle, the coherence length and the pixel pitch. Figure 3(a) shows that the 
quality factor changes with the position on image plane. The red circle is the boundary of high 
image quality region, indicating that the reconstructed image can be clearly observed only if it 
locates within the red circle. In Fig. 3(b), we demonstrate the relationship between the 
acceptable angle and the pixel pitch in a given coherence length when R = 1. If the pixel 
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dimension of the SLM reduces, the acceptable angle will increase and dramatically enlarges 
when the pixel pitch is smaller than 2 μm. Another way to enlarge the acceptable angle is to 
enlarge the coherence length of the light source. As the filling factor of the SLM cannot reach 
to 100%, the distance between reconstructed images of adjacent diffractive orders is fixed. 
Although larger coherence length results in wider acceptable angle, i.e. wider region on the 
target plane, the reconstructed images of different orders may overlap with each other. In 
modulator-based holographic system, the yellow solid curve in Fig. 3(b) for the case of the 100 
μm coherence length fits well with the green dash curve for the SLM limit. It suggests that the 
acceptable angle will not be enlarged even if the coherence length of light source is longer than 
100 μm. Figure 3(c) shows that the acceptable viewing angle increases with the coherence 
length. Comparison between two typical commercial pixel pitches of SLM is shown in Fig. 
3(c). If the coherence length is fixed at Lc = 5 μm, the acceptable angle increases twice when 
the pixel size falls to about one half. If the coherence length further increases to 30 μm, the 
acceptable angle will become 10 times of the initial value, which is an effective way to bring 
LED light source into holographic display system. 

 

Fig. 3. (a) Image quality factor R described by Eq. (3), changes with the position of image point. 
Image quality can be guaranteed only if the reconstructed image locates within the red circle. (b) 
Acceptable angle increases with the decrease of the pixel pitch, when the coherence length is 
fixed. (c) Acceptable angle as a function of the coherence length for a given pixel pitch. 

According to the analysis above, the quality of reconstructed image varies with the position 
of image. A scene with a pyramid is used to illustrate the effect on image qualify with the 
change of its position. The position of reconstructed image is changed by adding extra linear 
phase shift onto the hologram. The system is illuminated by LED with a 9.6 nm bandwidth 
filter. Note that the distance between the reconstruction and the hologram plane is 800 mm. 
The reconstructed images are first projected on a diffuse plane and then captured using camera. 
The results are illustrated in Fig. 4. The bright spots at the bottom of Figs. 4(a)-4(d) are the 
zero-order light. Sharp edges can be observed when the images locate near the zero-order light 
[Figs. 4(a) and 4(b)], while they blur for those cases in Figs. 4(c) and 4(d). The intensity 
profiles of neighborhood around the edge of the model [white segments in Figs. 4(a)-4(d)] are 
shown in Fig. 4(e). The curve corresponding to Fig. 4(b) falls down quickly indicating a sharp 
edge, while the curve of Fig. 4(d) changes slowly and thus the edge of model blurs. Therefore, 
for LED-illuminated holographic system, due to the low coherence of light source, imaging 
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quality relies strongly on the position of image. Images locate on central part are much better 
than those on the periphery for naked eye observation. 

 

Fig. 4. Analysis on the imaging quality at different locations on the image plane. Experimental 
results of the same model are shown in (a)-(d). Extra linear phase is added to the modulator in 
order to shift the image away from the zero-order light, and sharp edge of the model can be seen 
only on the patterns near the optical axis. The red circles indicate that R = 1. (e) Intensity 
profiles of the white segments in (a)-(d) are plotted and the best result is obtained for the curve 
of (b) because of the minimal distance between the model and optical axis among these three 
cases. 

Figure 3 implied that the acceptable viewing angle for naked LED (Lc≈7 μm) is very 
limited (θ ≈5 × 10−3 rad) when the pixel pitch of SLM is 8 μm. In order to improve the 
acceptable viewing angle, a pyramid with height of 15 mm is used to investigate the relation 
between the acceptable viewing angle and the bandwidth in LED-illuminated holographic 
system. Different band-pass filters are introduced into the optical setup in order to mimic 
different bandwidth of light source. The reconstructed images for LED with the bandwidths of 
27 nm, 18 nm and 9.6 nm, as well as the laser illumination with the bandwidth of 10−4 nm, are 
illustrated in Fig. 5. It is found that sharp boundary is clearly to be seen in laser reconstruction 
scene, but serious speckle appears on and around the pyramid [Fig. 5(a)]. For the naked LED 
case, the reconstructed image is seriously blurred because the whole image exceeds the 
corresponding high quality imaging area [Fig. 5(d)]. After employing band-pass filters, the 
coherence length increases and the acceptable region is also enlarged, so that the reconstructed 
images of the same model obtain better results than that of naked LED [Fig. 5(b) and 5(c)]. 
Speckle contrast ratio is used to estimate the quality of reconstructed image, which is defined 
as follow [16], 

 2

1

1
( ) .

N

I i
i

C I p I I
N

σ
=

= = −  (4) 

Here, Ī is the average intensity of all pixels, pi is the intensity of the ith pixel and N indicates the 
total number of pixels in the information region. We randomly choose an area in reconstructed 
image [area inside the red rectangle in Figs. 5(a)-5(d)] to calculate the speckle contrast ratio. 
The results are plotted in Fig. 5(e) with red dots. It is obvious that the speckle noise reduces 
when the bandwidth rises. The black solid curve in Fig. 5(e) is the numerical simulation result. 
In the simulation, the spectrum of the light source is assumed to be rectangular profile with 
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random initial phase for each wavelength. The final reconstructed image is the superposition of 
the reconstructed images with different wavelengths. As shown in Fig. 5(e), the numerical 
speckle contrast ratio inside the red frame of the reconstructed image decreases with the 
bandwidth, consistent with the experimental results. It is a tradeoff between the bandwidth of 
light source and the quality of reconstructed image. Smaller bandwidth of light source has 
better coherence to provide sharper boundary while larger speckle contrast ratio. For the 
studied holographic system, light source with the bandwidth of 9.6 to 18 nm can provide 
satisfactory image quality without obvious speckle noise. 

 

Fig. 5. Analysis on the influence of bandwidth of the light source. Experimental results 
employing (a) laser (Δλ = 10−4nm), (b) LED with filter (9.6nm), (c) LED with filter (18nm) and 
(d) naked LED without filter (Δλ = 27nm) are shown. Speckle contrast ratios of (a)-(d) are 
calculated and numerical simulation are carried out in (e). Note that there is a proper bandwidth 
of light source for the holographic system, which keeps imaging quality and speckle noise in 
good balance. 

4. Conclusion 

We propose a new method of phase-only CGH for textured polygon-based model by 
introducing fast Fourier transform instead of analytical diffraction computation. Such method 
cannot only avoid the subdivision of each polygon, but also eliminate the unexpected fringes 
inside the reconstructed image. High quality imaging area is investigated as a function of the 
coherence length of the light source and the pixel pitch of SLM. The acceptable angle is used to 
describe the image quality. The image with satisfactory fidelity and sharp edge can be 
reconstructed by either a LED with modified coherence degree of freedom or SLM with small 
pixel pitch. Experimental results show agreement with the above analysis. In addition, there 
exists a proper light source that is able to keep image quality and speckle noise in a good 
balance. 
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