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H I G H L I G H T S

• A commercial device is used to acquired 3D information of real-life scenes.

• Triangulation of point-clouds and surface reconstruction are performed to enhance the realistic effect of the 3D model.

• Spatial domain Fraunhofer diffraction algorithm is used to accelerate the generation of the hologram.

• A universal image quality index is introduced to qualify the optical reconstruction.

A R T I C L E I N F O

Keywords:
Computer-generated holography
Real-time
Spatial-light modulator
Shape measurement

A B S T R A C T

In this paper, a Kinect based three-dimensional real-life holographic imaging method is proposed. In this
method, the three-dimensional information of a real-life scene is acquired by using a commercial Kinect device.
The output depth map is converted into a point cloud using the pinhole camera model. Surface reconstruction of
the point cloud is achieved by simply using directly uniform sampling method. Our proposed spatial domain
Fraunhofer diffraction algorithm is used to generate dynamic hologram videos. Optical reconstruction is per-
formed to test the validity of the proposed method. A universal image quality index is introduced to analyze the
quality of holographic imaging. A depth map based triangular refinement method is used to increase the re-
solution of the 3D model. The final resolution of the reconstructed holographic image can be 3.0 times higher
than the original one.

1. Introduction

Computer-generated holography (CGH) is one of the promising
technologies of true three-dimensional (3D) display because of its
ability to reconstruct complex wave field with both intensity and phase
[1]. Unlike traditional holography, the hologram is mathematically
calculated in CGH instead of optical recording processing. Lots of al-
gorithms have been proposed to generate holograms, such as point
source method [2] and polygon-based method [3–5]. Large screen area
and small pixel pitch, implying a huge number of pixels and heavy
computational burden, can ensure the large viewing angle so that CGH
can represent a 3D optical field with full depth cues. Researchers have
made great efforts to accelerate computational speed. Because the
computational units of the polygon-based method are much less than
those of the point-based method with the same vivid 3D effect, polygon-
based method is used to save the computational times.

Another advantage of CGH compared with traditional holography is
that virtual object can be encoded into a hologram and optically re-
constructed. It widely extends the utilization range of CGH. However,

the generation of a 3D holographic video using virtual models is labor-
consuming. In order to ease the burden of creating 3D models, calcu-
lating holographic video using 3D information acquired from a real-life
scene is a better choice. Three-dimensional information acquirement is
also known as shape measurement. Many methods have already been
proposed to measure the depth information of 3D objects, including
stereo vision method, laser scanning method, and structured-light
projection [6]. However, a sophisticated system is usually needed in
these methods to generate 3D models with fast speed and high accuracy
simultaneously.

As a commercial device, Kinect is a good alternative way to measure
depth information of a dynamic 3D real-life scene with high rate and
good accuracy for holographic display. The first-generation Kinect, re-
leased in November 2010, is a low-cost peripheral using with Microsoft
Xbox 360 to detect the gesture of players [7]. Kinect has been widely
used in many applications. John Stowers et al. used Hough transform
and depth maps from Kinect to autonomously hover a quadrotor heli-
copter [8]. The Kinect device aided three-dimensional display system
has also been reported. Md. Shariful Islam et al. presented a computer-
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generated integral imaging system which reconstructed 3D images of a
real scene captured by Kinect [9]. Ji-Seong Jeong et al. captured a real
object using Kinect and converted it into the polygon model, and then
reconstructed the object in the integral imaging system [10,11]. Songlin
Xie et al. proposed an augmented reality autostereoscopic display
system with the aid of Kinect by tracking viewers’ heads [12]. Yasuhiro
Takaki et al. developed a holographic display module using a 4k2k-SLM
cooperated with Kinect as a 3D image input device [13]. James Barabas
et al. in MIT Media Lab used Kinect to capture real scene information
and performed diffraction specific coherent panoramagram computa-
tion. The reconstructed image is displayed in their Mark II holographic
display system with a frame rate of 15 frames per second [14,15], al-
though the quality of the reconstructed image is needed to be improved.

In this paper, a Kinect based dynamic real-life scene 3D holographic
imaging method is proposed. The rest of this paper is organized as
follows. In Section 2, the principle of Kinect to capture 3D data of a real-
life scene will be briefly introduced. In Section 3, our previously pro-
posed spatial domain Fraunhofer diffraction algorithm will be re-
capitulated. In Section 4, the reconstruction of the point cloud and
surface reconstruction are discussed. The optical experimental results
are illustrated and discussed in Section 5. Finally, the conclusion is
given in Section 6.

2. Kinect based dynamic 3D holographic imaging method

A Kinect based dynamic 3D real-life-scene optical holographic
imaging method will be detailed described in this section. There are
three key processes in the proposed method, i.e. 3D data acquisition,
hologram encoding, and optical reconstruction, as shown in Fig. 1. In
the process of 3D data acquisition, a series of depth maps presented in
Fig. 1(b), which contains 3D information of a dynamic real-life scene,
are acquired by using the Kinect as shown in Fig. 1(a). In order to
calculate the hologram video of the dynamic real-life scene using our
previous proposed spatial domain Fraunhofer diffraction method, the
depth maps are then converted into triangle-based models. A detailed
view of a triangle-based model is displayed in Fig. 1(c). Finally, illu-
minated by the coherent laser with a wavelength of 532 nm, optical
reconstruction of the dynamic real-life scene is obtained using the
spatial light modulator (SLM), where the hologram video is uploaded.
The experimental setup can be found in Fig. 1(e). Note that the pixel
pitch of the SLM (Holoeye Pluto VIS) used is 8 µm, and the total number
of pixels of the SLM is 1920 * 1080.

In the proposed holographic imaging method, the Kinect is used to

perform shape measurement. It contains an RGB camera, an infrared
(IR) camera and projector. The wavelength of structured-light emitted
from the IR projector is 830 nm. An 830 nm bandpass filter is mounted
before the IR camera so that only the structured-light pattern is cap-
tured [16]. Therefore, the Kinect can only work indoor in case of in-
terfering with the IR spectrum of sunlight. To capture 3D data, a known
structured-light pattern which varies as depth increases is projected
into a 3D scene from the IR projector [17]. Structured-light patterns at
different depth planes are saved in the local memory of the device as
reference patterns in advance. Then, the structured-light pattern map-
ping into the scene, known as a measured pattern, is captured by the IR
camera. Comparing with the reference patterns, the depth clue of each
pixel in the measured pattern can be obtained, which is known as the
depth map. The output raw depth map is quantized to be 11 bits [8],
which is not the real distance between the 3D scene and Kinect. The real
depth can be obtained using pre-calibration information of an object
with known distance [18,19]. At the same time, the RGB camera cap-
tures color images as the texture of 3D scenes. The IR camera and RGB
camera can output depth maps and color images at the frame rate of
30 Hz with a total number of pixels ×640 480 simultaneously [8].

Note that due to the limitation of the IR projector’s power, the
measurement range of Kinect is limited to a maximum of about 3m.
Moreover, the measured depth resolution varies with depth. At about
2m away from Kinect, the lateral resolution, in xy plane, is about 3mm
while the longitudinal resolution, at the same distance along the z di-
rection, is about 10mm [8]. To capture 3D data with fine resolution,
the best working distance is about 1m away from Kinect.

To generate hologram videos, our previously proposed spatial do-
main Fraunhofer diffraction algorithm is applied [4,5]. The holograms
are generated from triangle-based models using spatial domain Fraun-
hofer diffraction algorithm. In order to match the input of the algo-
rithm, the depth maps are then converted to triangle-based models
based on pinhole camera models, which is known as surface re-
construction. An objective file that contains the information of the 3D
scene, such as vertices, texture maps and normal vectors of each tri-
angle, is then generated.

3. Recapitulation of spatial domain Fraunhofer diffraction
algorithm

In this section, a brief recapitulation of our previously proposed
method, spatial domain Fraunhofer diffraction algorithm, is described.
The triangle-based model is used in this algorithm. As shown in Fig. 2,

Fig. 1. Schematic flow chart of Kinect based dy-
namic 3D real-life scene optical holographic ima-
ging method. (a) The Kinect is used to acquire the
depth information of a real-life scene. (b) Two-
color-channel depth map exported from Kinect. (c)
Triangle-based model reconstructed from depth
map. Only the detailed view of eyes is shown in (c).
(d) Hologram generated using spatial domain
Fraunhofer diffraction algorithm. (e) Optical setup
is shown. A DPSS laser with a wavelength of
532 nm is expanded and collimated and then illu-
minated on the spatial light modulator uploaded
with a hologram. Image of a real-life scene is then
optically reconstructed.
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there are three triangle-based objects in the 3D scene, i.e. a cube, a
cylinder and a pyramid. Only the mesh wire of the cube is shown. ΔABC
is one of the triangles make up the cube.Ox y zg g g is the global coordinate
and O x y zc l l l denotes the local coordinate of current diffraction aper-
tures, i.e. ΔABC. O x y z( , , )c c c c is the centroid of ΔABC in the global co-
ordinate. The hologram is located at the plane =z 0. Then the total
diffraction field of the 3D scene Ototal is the linear superposition of that
of all triangles. The diffraction field of an arbitrary triangle, such as the
blue triangle ΔABC in Fig. 2, can be derived from Rayleigh-Sommerfeld
diffraction integral as follows [4,5],
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where λ is the wavelength of illumination light source and =k π λ2 / is
the wavenumber. r0 is the distance between the centroid of the dif-
fraction aperture and any hologram pixel x y( , )H H . � {·} is the operator
of Fourier transform (FT).

By applying affine transformation in the local coordinate, the tri-
angle OΔ is transformed into a simple right triangle O0 with vertices (0,
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pixel in the local coordinate, =r i j( , 1, 2, 3)ij are elements of the rota-
tion matrix between the global coordinate and the local coordinate,

= =a i j( 1, 2, 1, 2, 3)ij are elements of the affine transform matrix,
and F0 is the FT of triangle O0.

Consider that the complex transmittance of triangle OΔ is uniform,
as well as that of triangle O0, the FT of triangle O0 can be analytically
expressed. The total diffraction field of uniform intensity triangle-based
object, Ototal, can also be calculated analytically, i.e.

� �= ∑ = ∑= =O C O C A g O{ } { }total i
N

i i
N

i i i1 Δ 1 0i , where N is the total number
of triangles of the 3D scene, OΔi is the transmittance of the ith triangle
patch, Ci is the coefficient outside FT in Eq. (1), and Ai is the coefficient
outside FT in Eq. (2), gi is the gray level of the uniform texture map of
the ith triangle. Note that since only the FT of the given triangle O0 is
calculated here, the computational time of the total diffraction field can
be dramatically reduced.

If the objects of the 3D scene are mapped with complicated grays-
cale texture, the complex transmittance of diffraction aperture
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Δ
( , )

i i l l is not uniform, where the distribution of ampli-
tude a x y( , )i l l and phase ϕ x y( , )i l l of transmittance are spatial variable.
In this case, the FT of the triangle cannot be calculated analytically.
However, the triangle can be subdivided into numbers of triangles
which are small enough that amplitude and phase distribution are
considered to be uniform. Then the FT of the grayscale-texture-mapped
triangle can be approximately obtained by adding up that of all sub-
triangles, i.e. � � �= = ∑ =O A O A l O{ } { } { }j

M
j jΔ 0 1 , where M is the total

number of sub-triangles in one slanted triangle, Oj is the jth sub-tri-
angle, and lj is the complex transmittance of Oj. So even if the 3D scene
with complicated grayscale texture, the diffraction field on the holo-
gram plane can be computed using Eqs. (1) and (2).

Note that unlike the angular spectrum method, in which the dif-
fraction field relates to the propagation of angular spectrum in Fourier
space, the diffraction field in this paper directly relates to the spatial
distribution of object wave. That is why the term spatial domain
Fraunhofer diffraction method is used.

4. Triangulation of the point cloud and surface reconstruction

As described in the previous section, a triangle-based model is
needed in spatial domain Fraunhofer diffraction algorithm. The depth
maps obtained from Kinect should be converted into triangle-based
models. A simple pinhole camera model is applied to reconstruct the 3D
global coordinates of the point cloud from two-dimensional depth maps
[20]. In a pinhole camera model, homogeneous coordinate is used to
represent points in space. Homogeneous coordinates use +n 1 elements
representing a point in space instead of n in Cartesian coordinate. The
relation between these two coordinates is given by

↔x x x w x w x w x w[ , , , ] ( / , / , / )T T
1 2 3 1 2 3 , where the square brackets [·] de-

note the vectors in homogeneous coordinates, and the parentheses (·)
are interpreted as a set of Cartesian coordinates. The symbol ↔ means
that vectors in the two coordinates represent the same point in the
space. As shown in Fig. 3, Oxyz and O x y zc c c c are respectively the global
and local Cartesian coordinate systems of the pinhole camera in the real
world. The pinhole is located at the origin of the local coordinate
system. ′O uv is the image plane and ′O u v( , )0 0 is the camera center. Note
that the image plane always parallels to the xy plane of the camera local
coordinate. The distance between the pinhole and the image plane is
considered to be the focal length of the camera f . Point P x y z( , , ) is an
arbitrary point in a 3D point cloud (i.e. the yellow duck in Fig. 3). Point

Fig. 2. Schematic diagram of a 3D scene and its diffraction field. A scene
consists of three triangle-based models is shown. ΔABC is one of triangles of the
scene. Oc is the centroid of ΔABC . Ox y zg g g is the global coordinate. The hologram
locates on the plane of =z 0g . O x y zc l l l is the local coordinate with its origin at
the centroid of ΔABC and the normal vector direction of the triangle is parallel to
zl.

Fig. 3. Schematic diagram of the pinhole camera model. Oxyz is the global
coordinate of real world. The pinhole locates at the origin of the local camera
coordinate O x y zc c c c. ′O uv is the image coordinate. ′O u v( , )0 0 is the center of the
image plane. The distance between the pinhole and the image plane of the
camera is f. P , P1 and P2 are any points of a point cloud, e.g. the yellow duck in
space. And ′P , ′P1 , and ′P2 are the corresponding projection in the image plane.
(For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
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′P u v( , ) is the perspective projection of point P on the image plane. The
perspective projection between the 3D point cloud and the two-di-
mensional image plane can be represented as matrix multiplication
between positions in homogeneous coordinate and a projection matrix
shown as follows [20],
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where K is the intrinsic parameters matrix of the infrared camera. fx
and fy are the effective focal length of the infrared camera in the x and
y directions, respectively. For non-square camera pixels, ≠f fx y, while

= =f f fx y , for square pixels. The parameter s is referred as the skew
parameter. R with elements =r i j( , 1, 2, 3)ij , and T with elements

=t i( 1, 2, 3)i , are respectively the rotation matrix and translation ma-
trix between global Cartesian coordinate and camera local Cartesian
coordinate. These two matrices, known as extrinsic parameters, are
important when multiple cameras are used to capture the scene. Ac-
cording to Eq. (3), the 3D point cloud in the global coordinate system
can be converted from the depth map. Furthermore, a triangle-based
model can be reconstructed from the 3D point cloud. This process is
known as surface reconstruction.

Surface reconstruction from the point cloud has been widely in-
vestigated. Many methods, which can be categorized into explicit sur-
face and implicit surface methods, have been proposed to reconstruct
the surface of a model [10,21]. The explicit surface methods, such as
the parametric surfaces method and the triangulated surfaces method,
denote the exact location of a surface. In triangulated surfaces methods,
a set of triangles, especially the vertices of triangles, are generated
using the sample points directly. However, these methods are difficult
to deal with noise and nonuniform data problems. On the other hand,
implicit surfaces methods, such as the Poisson surface reconstruction
method [22,23], represent the surface as a particular isocontour of a
function, considering as surface fitting. One of the advantages of im-
plicit surface methods is that they can fill up the surface holes auto-
matically.

A directly uniform sampling surface reconstruction method is used
in this paper. Note that depth maps captured by Kinect are limited by
the narrow viewing angle because only a single IR camera is used to
capture the structured-light pattern projected onto the 3D scene. The
reconstructed point cloud is approximately spatially uniform dis-
tributed due to the uniform camera sensor matrix. The surface re-
construction from the point cloud is achieved directly by connecting
neighboring points both in vertical and horizontal directions. As shown

in Fig. 3, ′P u v( , ), ′P u v( , )1 1 1 and ′P u v( , )2 2 2 are points on the image plane
of the camera, and the corresponding reconstructed points in the space
are P x y z( , , ), P x y z( , , )1 1 1 1 and P x y z( , , )2 2 2 2 respectively. Point ′P and ′P2
are the adjacent points in the vertical direction with the sampling dis-
tance = −δv v v| |2 . Similarly, point ′P1 and ′P2 are the adjacent points in
the horizontal direction with the sampling distance = −δu u u| |1 2 . Ap-
plying the uniform sampling, all triangles of the model can be re-
constructed from the depth map. The normal vector of each triangle can
be calculated using the vertices of each triangle. The area that encloses
with the corresponding vertices in the color image captured by the RGB
camera is used to map as texture.

An OBJ file is always generated to record all information of the
reconstructed triangle-based models, which contains 3D coordinates of
vertices, normal vector of vertices, triangle faces, and the relative co-
ordinate of texture maps. This OBJ file, i.e. the triangle-based model, is
then encoded into hologram using spatial domain Fraunhofer diffrac-
tion method mentioned above. It is convenient to transfer the OBJ file
from one computer to another through Internet, as shown in Fig. 1.
However, holographic communication, such as the 3D holographic
conference, is limited by the computational speed of hologram and the
large quantity of data to transfer. In our proposed method, the com-
putational speed is accelerated by using GPU-based CUDA program-
ming language, and the speed of CUDA algorithm is about 500 times
faster than that of the serial algorithm based on CPU [4].

Although the uniform sampling method is efficient in converting the
point cloud into a triangle-based model, there are still problems in the
output models, such as noise in depth and mesh holes. Fatih Calakli
et al. had proposed a smooth signed distance surface reconstruction
method to address the problem of noisy data and reconstruct high-
quality polygon meshes with smooth color maps [24]. Shahram Izadi
et al. developed a system called KinectFusion to generate 3D models
with high quality and geometrically accuracy [25]. As mentioned
above, the viewing angle of model captured by a single Kinect is very
narrow. To capture a model with a viewing angle of 360 degrees, either
multiple Kinects are used or time-series models are captured by single
Kinect [26]. On the other hand, there are missing data in the captured
depth maps, resulting in holes in the reconstructed triangle-based
model, due to the inaccessible regions, such as the hair and eyeballs. To
make up these defects of the model, the implicit surface reconstruction
method is always used for its capacity of automatic hole filling [27].

5. Experiment results

To test the validity of the proposed Kinect based real-life holo-
graphic imaging method, two dynamic real-life scenes are captured and
optically reconstructed. In Fig. 4, a dynamic real-life scene is shown, in
which a man walks from about 3.0m to about 1.0m away from the
Kinect sensor and waves his hand. The experimental setup shown in
Fig. 1(e) is used to obtain the optical reconstruction. Two selected

Fig. 4. Optical reconstruction of a dynamic scene in
which a man walks and waves hands. Note that the
camera always focuses on the man. (a) The man is
far away from the Kinect, (b) the man is near to the
camera. The optical reconstruction of the dynamic
real-life scene can be found in the uploaded video
(Video 1, MP4, 2.9MB).
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frames of optical reconstruction of the dynamic scene are illustrated in
Fig. 4. The optical reconstruction of the man far away from the sensor is
illustrated in Fig. 4(a), while in Fig. 4(b), the man waving the hand near
the camera is shown. The reconstructed image near the Kinect is evi-
dently clear than that far away from the sensor. On one hand, the di-
gital camera always focuses on the plane near the Kinect. It means that
Fig. 4(b) is in focus while Fig. 4(a) is out of focus. On the other hand, as
mentioned above, the lateral resolution of model captured by Kinect is
decreasing as the measurement distance increases. When the man is far
away from Kinect, only the profile of the optical reconstruction is re-
cognized. More details, such as the face and the decoration in clothes,
are missed due to the sparse sampling points. When the man walks close
to the sensor, the lateral resolution becomes higher, and detailed in-
formation, e.g. the eyes and nose can be clearly recognized. In No-
vember 2013, the second-generation Kinect with Xbox One, also known
as Kinect V2, was released. Generally speaking, the Kinect V2 performs
better than the Kinect V1. The main differences between these two
devices related to our holographic display system are listed as follows.
First, the resolution of the depth camera of Kinect V2 is increased. Then
a finer triangle-based model can be reconstrued by using the Kinect V2.
Second, the Kinect V2 has a larger field of view than Kinect V1 so that a
larger scene can be captured. Third, the methods used to capture the
depth maps are different. The Kinect V1 acquires the 3D information of

a real-life scene based on the structured light coding method while the
time of flight method is used in the Kinect V2. However, both devices
have the same kind of outputs, i.e. series of depth maps of the dynamic
3D scene, which are used to generate 3D models in our proposed
system. Then, the workflow of the whole system remains the same no
matter which generation of Kinect is used. It means that our proposed
method is applicable to both Kinect V1 and V2. Therefore, by replacing
the Kinect V1 with Kinect V2, the output resolution of holographic
reconstruction in our proposed method will increase.

Furthermore, objective image quality assessments, such as the peak
signal-to-noise ratio (PSNR), root mean squared error (RMSE), and
speckle noise, are always used to evaluate the holographic image
quality [28]. In this paper, a universal image quality index (UIQI) is
introduced to qualify the optical reconstruction using the proposed 3D
real-life holographic imaging method [29,30]. The UIQI, one of full-
reference image quality assessments, considers the relation between the
test image and the reference image, which can be defined as follows,
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+ +

UIQI l x y c x y s x y
μ μ

μ μ
σ σ

σ σ
σ

σ σ
( , )· ( , )· ( , )
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where x and y are two nonnegative image signals, i.e. the test image
and reference image. μi and =σ i x y( , )i are the mean intensity and the
standard deviation of the two images, respectively. And σxy is the

Fig. 5. Optical reconstruction of a scene in
which a man sits near the camera. And an
object with character “A” is behind the man
as a reference. (a) The optical reconstruction
captured when the camera focus on the
hand. The hand is clearly reconstructed,
while the character is out of focus. The de-
tailed view is shown in (c) and (d). (b) The
same reconstructed optical field captured by
a camera when the character is in focus. The
character is clear while the hand is defo-
cused. More details are shown in (e) and (f).
The optical reconstruction of the dynamic
real-life scene with the waving hand in focus
can be found in the uploaded video (Video
2, MP4, 3.1MB).

Fig. 6. Reconstructed holographic image of the same scene of Fig. 5 which is digitally magnified using depth map based triangular refinement method. (a) The digital
magnification is 1.5 times. (b) The digital magnification is 3.0 times. The detailed information, such as eyes and nose, can be clearly recognized.
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covariance between the test image and reference images. As shown in
Eq. (4), there are three independent contributing components to UIQI,
i.e. luminance comparison l x y( , ), contrast comparison c x y( , ) and
structure comparison s x y( , ). Note that the value of UIQI is in −[ 1, 1].
The larger UIQI indicates a higher correlation between the test image
and the reference image. The UIQI equals to 1 if and only if these two
images are identical. As reported by Zhou Wang et al., the performance
of UIQI is always consistent with the subjective method [30]. To cal-
culate the UIQI of the reconstructed image of our proposed real-life
holographic imaging method, an orthographic projection of the corre-
sponding 3D triangle-based model is used as the reference image. After
simple arithmetic, the UIQI of Fig. 4(b) is 0.58 while that of Fig. 4(a) is
0.22. The result clearly shows that a camera captured the reconstructed
image in Fig. 4(b) is much more similar to its corresponding model than
that of Fig. 4(a).

A second dynamic real-life scene, in which the man is sitting and
waving the hand at the position of 1.5 m, with a character “A” behind as
reference, is used to demonstrate the depth of field of the reconstructed
3D images. The optical reconstruction of this 3D scene is shown in
Fig. 5. When the camera is focused on the man’s hand, as shown in
Fig. 5(a), the hand is clearly reconstructed, and meanwhile, the re-
ference object, i.e. the character “A”, is out of focus. The detail view is
shown in Fig. 5(c) and (d), respectively. On the other hand, when the
camera is focused on the reference object, the character “A” is in focus
and the hand is out of focus, as shown in Fig. 5(b), (e), and (f). That is to
say that the reconstructed image is a 3D scene with a large depth of
field, and can satisfy observers with depth cues, such as the monocular
accommodation effect. Note that the hologram is always uploaded onto
SLM to obtain the optical reconstruction. With the reconstructed dis-
tance of 800mm, the length of the maximum image area in xy plane is
about 53mm, since the pixel pitch of the SLM used in the experiment is
8 µm. The 3D model of real-life scene is resized to fit the image area of
the SLM. So that the distance between the man and the reference object
“A” is resized to be about 120mm accordingly. The UIQI is also used to
analyze the quality of reconstruction in this scene. The UIQI of the man
on focus in Fig. 5(a) is 0.26, while that of the man out of focus in
Fig. 5(b) is 0.23.

However, it’s difficult to distinguish the detailed information on the
man’s face clearly, as shown in Fig. 5(a) and (b). In order to recognize
more details of the reconstructed holographic image, a triangle-based
model with fine mesh grid should be obtained. Unfortunately, the re-
solution of mesh grid of the reconstructed 3D model is determined by
that of the output depth map from Kinect. The 3D model is refined into
smaller triangles in order to represent the holographic image with high
quality. A depth map based triangular mesh refinement method is
proposed to refine the 3D model. First, the original depth map D x y( , )
with a total number of pixels ×N Nx y is resized with a given magnifi-
cation α(α > 1) using bicubic interpolation method. The output in-
terpolated depth map D x α y α( / , / ) is then used to reconstruct a new
triangle-based model with fine mesh wire using the directly uniform
sampling surface reconstruction method as mentioned in Section 4. The
computational time to encode the hologram will increase by α times
due to more triangles in the new model. Consider that observers can
only focus on a small area at one time, a part of the interpolated depth
map with size ×N Nx y is chosen. So that the computational consuming
is the same as that of the original model. The same scene in Fig. 5 is
used to verify the depth map based triangular mesh refinement method.
To illustrate the details of the man, the face is digital zoomed in. The
corresponding holographic reconstructed image of the refined triangle-
based model is shown in Fig. 6. By using the digital magnification, the
resolution of the model increases by 1.5 and 3.0 times with respect to
the original one, as shown in Fig. 6(a) and (b), respectively. The refined
structure in Fig. 6(a) and (b), such as eyes, nose and so on, can be seen
clearly.

6. Conclusions

In this paper, a Kinect based 3D dynamic real-life scene holographic
imaging method is proposed, which extends the objects to encode in
computer-generated hologram from virtual 3D models to real-life
scenes. In this method, a Kinect sensor is used to acquire the depth
information of the 3D scene and record it as a depth map. A simple
pinhole model is introduced to reconstruct 3D point cloud from the
depth map. Surface reconstruction is accomplished by using the directly
uniform sampling method and information of the triangle-based model
is exported as an OBJ file. Then the holograms are generated using
spatial domain Fraunhofer diffraction algorithm. The final optical re-
constructed images are then captured by a camera under coherent light
illumination. A universal image quality index is introduced to evaluate
the quality of the holographic reconstruction. When the reconstructed
image is in focus, the UIQI index can be more than 0.5, which means a
good agreement with the 3D model. Finally, a depth map based trian-
gular refinement method is used to increase the resolution of the ho-
lographic image. And the resolution can be about 3.0 times higher than
the original one.
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